March 4, 2022

RFI Response: National Artificial Intelligence Research and Development Strategic Plan—White House Office of Science and Technology Policy
87 FR 5876; Document Number 2022-02161

Dear [Name],

Dr. Alondra Nelson, Deputy Director of Science and Society of the Office of Science and Technology Policy (OSTP) and Performing the Duties of OSTP Director, the National Science and Technology Council’s (NSTC) Select Committee on Artificial Intelligence (Select Committee), the NSTC Machine Learning and AI Subcommittee (MLAI-SC), the National AI Initiative Office (NAIIO), and the Networking and Information Technology Research and Development (NITRD) National Coordination Office (NCO):

Thank you for the invitation to submit comments in response to the Request For Information (RFI) to the National Artificial Intelligence Research and Development Strategic Plan. We, the Global Catastrophic Risk Institute (GCRI), are researchers with expertise on AI ethics and AI governance. We offer the following submission for your consideration.

We support the eight strategic aims described in the 2019 Update. As detailed below, we encourage specific changes to seven of the aims that support a more robust and inclusive approach to AI ethics and governance. These changes seek to ensure that the National AI R&D Strategic Plan supports broad and sustainable success and meets high social and ethical standards.

Our recommendations are as follows:

**Strategy 1: Make long-term investments in AI research.**

We recommend an emphasis on interdisciplinary research in which technological progress is oriented according to social and ethical values and in which technology governance is informed by a sound understanding of the nature of AI technology.

Investment in basic research is essential for improving the capability and reliability of AI systems. However, there has been a tendency for some research on AI systems to be focused on improving capabilities without substantial consideration of social and ethical
dimensions.\textsuperscript{1} This risks the development of AI technology that can have inappropriate impacts on society. For example, machine learning research has often pursued larger neural network models to improve model accuracy without regard for the adverse energy resource and climate change consequences of larger models.\textsuperscript{2} To align research on AI systems with social and ethical values, it is essential to have these values built into the core of the research, including the selection of which research directions to pursue.\textsuperscript{3}

The ability of society to successfully govern AI technology additionally depends on basic research. AI technology has only recently risen to prominence as a societal issue, and the study of AI governance is likewise at an early stage. Research on AI governance has often focused on general concepts such as ethical principles, with less regard for how to operationalize them.\textsuperscript{4} Given rapid ongoing changes in AI technology, an important challenge is to ensure that governance concepts are informed by a state-of-the-art understanding of the technology.\textsuperscript{5} To formulate practical and technologically sound AI governance concepts, it is essential to invest in AI governance research in which the AI technology is not treated as a black box but instead is considered in detail.

**Strategy 2: Develop effective methods for human-AI collaboration.**

*We recommend an emphasis on methods to ensure that human-AI collaboration is in the common public good and not just in the interests of the select few with control of advanced AI tools.*

AI technology has enabled major advances in workplace productivity, bringing major economic benefits. However, this often comes at the expense of disadvantaged populations. For example, low-wage workers are forced to work unpredictable schedules that are optimized according to AI processing of last-minute data\textsuperscript{6} and social
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\textsuperscript{2} Lynn Kaack, Priya Donli, Emma Strubell, George Kamiya, Felix Creutzig, and David Rolnick, "Aligning artificial intelligence with climate change mitigation", 2021, https://hal.archives-ouvertes.fr/hal-03368037.

\textsuperscript{3} Steven Umbrello and Ibo Van de Poel, "Mapping value sensitive design onto AI for social good principles", *AI and Ethics*, vol. 1, no. 3 (2021), pp. 283-296, https://doi.org/10.1007/s43681-021-00038-3.


media websites use AI recommender algorithms that increase user engagement by promoting politically extremist content.\(^7\)

The 2016 National AI R&D Strategic Plan recognizes that “the challenge of understanding and designing human-AI ethics and value alignment into systems remains an open research area.” We agree that this is an important open research area. However, it is important to address: to whom specifically are AI systems aligned?\(^8\) AI systems that are designed to support a single individual require fundamentally different designs than those that are designed to support society as a whole.\(^9\) Only by including the common good of society in AI system design can human-AI collaboration advance the interests of all members of society instead of the select few.

**Strategy 3: Understand and address the ethical, legal, and societal implications of AI.**

*We recommend a holistic and pluralistic approach to the ethical, legal, and societal (ELS) implications of AI, in particular, to address the full range of implications and to evaluate them in terms of a diversity of social and ethical perspectives.*

It is vital that the ELS implications of AI are central to all work on AI and not tacked on as an afterthought. There are ELS implications in, among other things, (1) the selection of algorithms, determining which ethical concepts can be implemented in an AI system\(^10\); (2) the selection of the scale at which to implement the algorithm, determining the energy consumption of the AI system\(^11\); (3) the selection of training data, determining which problems and issues an AI system can be applied to\(^12\) and the
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\(^12\) For example, an AI language processing system trained in a dominant language such as English will not function in other languages.
potential for biases in AI system outputs; and (4) the deployment of AI systems, determining the specific societal and environmental impacts. The breadth of ELS implications underscores the importance of embedding ELS at all points on the AI system lifecycle.

Work on ELS should additionally welcome a range of perspectives and support constructive and open debate. Recent work on AI ethics has emphasized the development of consensus-driven sets of ethics principles or guidelines. However, these guidelines come overwhelmingly from North American and European organizations, many of which had little or no public participation. Marginalized populations, such as Indigenous peoples, may have differing perspectives on ELS issues. Inclusion of diverse perspectives can help to overcome apparent gaps in existing ELS work, such as pertaining to the moral status of nonhumans. Furthermore, active AI ELS debates remain unresolved, such as on the relative importance of near-term and long-term dimensions of AI. Given the lack of universal consensus on AI ELS issues, it is important to support an inclusive and open-minded conversation about the issues.

Strategy 4: Ensure the safety and security of AI systems.

We recommend an emphasis on a dynamic research and development program to ensure that AI systems remain safe and secure as the technology and its usage evolve over time.

An essential aspect of AI safety and security is that as AI systems become more capable and become used more widely, the safety and security challenges become
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more important. Prior to the deep learning revolution, AI technology had limited usage and likewise little need for safety and security. By now, AI technology is used widely across economic sectors and other areas of human society. Barring a new AI winter, i.e. another years-long drop in AI research if AI progress fails to live up to expectations, AI technology will only grow in its importance. As it does, the potential for AI systems to cause harm is likely to increase. In risk terms, harm from AI systems could become more frequent, due to their wider usage, and more severe, due to their usage in more high-stakes applications. Prospects for catastrophic harm may further increase via the use of AI in crucial sectors such as agriculture and via increasingly general-purpose AI systems that are becoming widely used across sectors.

Given the growing stakes, it is vital for AI safety and security to keep up with the changing technology. This is not a trivial challenge. Some aspects of AI safety and security may remain viable even as the technology becomes more advanced, whereas other aspects may need to be customized for more advanced systems. Research and development on AI safety and security must be forward-looking in order to keep society safe in the face of more capable and more widely deployed AI systems. Doing so will further be of economic and strategic benefit because safer and more secure AI technology would permit the technology to be deployed more widely, especially in more sensitive settings.

**Strategy 5: Develop shared public datasets and environments for AI training and testing.**

*We have no comments on Strategy 5.*

**Strategy 6: Measure and evaluate AI technologies through standards and benchmarks.**

---


We recommend support for programs that can facilitate the ongoing development and adoption of standards across the AI industry, including via the development of regimes for the certification of AI systems.

A variety of AI standards and frameworks are in the process of being developed, including the National Institute of Standards and Technology (NIST) AI Risk Management Framework\(^24\) and the Institute of Electrical and Electronics Engineers (IEEE) Standards Association P2863 Recommended Practice for Organizational Governance of Artificial Intelligence.\(^25\) These standards and frameworks will provide voluntary guidance for developers and deployers of AI systems. As these and other frameworks are completed, two challenges will be faced. One is to ensure that the standards remain relevant and appropriate in the face of ongoing changes in AI technology and its various applications. The other is to facilitate the adoption of the standards by AI developers and deployers.

One valuable approach to facilitating adoption of standards is via certification regimes.\(^26\) Certification regimes serve to address information asymmetries between insiders within an organization and outsiders who wish to know if the organization is complying with relevant standards. Certification is already widely used in many sectors, such as in the US EnergyStar program for consumer appliances, the ISO 9001 program for supply chains, and the LEED program for building design. AI certification regimes have been developed or proposed by, among others, the European Commission,\(^27\) IEEE,\(^28\) and the government of Malta.\(^29\) When implemented effectively, certification regimes can incentivize adoption of standards. Certification regimes are also flexible in terms of being public or private (or both), voluntary or mandatory, and geographically local or global. These attributes make certification regimes an important element of AI standards adoption.
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\(^{25}\) [https://sagroups.ieee.org/2863](https://sagroups.ieee.org/2863)

\(^{26}\) Peter Cihon, Moritz J. Kleinaltenkamp, Jonas Schuett, and Seth D. Baum, "AI certification: Advancing ethical practice by reducing information asymmetries", *IEEE Transactions on Technology and Society*, vol. 2, no. 4 (2021), pp. 200-209, [https://doi.org/10.1109/TTS.2021.3077595](https://doi.org/10.1109/TTS.2021.3077595).


\(^{28}\) IEEE, "The ethics certification program for autonomous and intelligent systems (ECPAIS)", [https://standards.ieee.org/industry-connections/ecpaiss.html](https://standards.ieee.org/industry-connections/ecpaiss.html).

We recommend an emphasis on a multidisciplinary and multitalented workforce that is capable of developing and applying AI technology for the common good.

As AI technology grows in its ethical, legal, and societal (ELS) significance, it is vital for the computer scientists and engineers who design and deploy AI systems to be conversant in ELS topics. Historically, AI technology had little societal impact; AI computer scientists and engineers were likewise focused narrowly on how to increase the capabilities of AI systems with little regard for ELS implications.\(^{30}\) The emergence of AI as a class of technology with significant ELS implications has created a need for cultivating an understanding of ELS among AI computer scientists and engineers. Some progress on this front has been made,\(^{31}\) but this remains a major weakness of the AI workforce.

Concurrently, there is a need for ELS experts who are conversant in AI technology. Computer scientists and engineers play a vital role in AI technology design and in relating design details to AI governance. However, it is inappropriate to expect computer scientists and engineers to have a comparable depth of knowledge about ELS as people who are professionally trained in ELS fields such as moral philosophy, law, and the social sciences. In order for ELS experts to successfully contribute to AI governance, it is vital for them to have some knowledge (the more the better) of how AI technology works. This is not typically taught in ELS university programs. It is therefore important to support dedicated programs. The Technology, Management, and Policy Consortium\(^{32}\) provides a valuable set of benchmarks for how such programs can be designed and executed.

**Strategy 8: Expand public-private partnerships to accelerate advances in AI.**

*We recommend that public-private partnerships be pursued both domestically and internationally to ensure that the AI industry as a whole is oriented toward the common good.*

In AI, as is the case in many industries, there is often tension between the private interest and the public good. For example, as noted above, companies running social media websites sometimes use AI recommender algorithms that increase user


\(^{31}\) For example, the AAAI/ACM Conference on AI, Ethics, and Society, https://www.aies-conference.com.

\(^{32}\) https://tmpconsortium.org
engagement by promoting politically extremist content\textsuperscript{33} and AI developers sometimes build larger neural network models to improve model accuracy without regard for the adverse energy resource and climate change consequences of larger models.\textsuperscript{34} Additionally, in the international context, competition between military adversaries can result in both sides pursuing unsafe AI technology.\textsuperscript{35} These situations are known as collective action problems; they constitute an important class of challenges in AI governance.\textsuperscript{36}

Public-private partnerships can play a valuable role in addressing AI collective action problems. Domestically, these partnerships can help support private firms as they orient their activities toward the common good. Internationally, the partnerships can facilitate the cooperation needed to solve AI collective action problems at the global scale. The US already participates in international public-private partnerships for mutual benefit with other countries.\textsuperscript{37} Additionally, some international organizations already work to bring together public and private AI stakeholders; these include the Global Partnership on Artificial Intelligence (GPAI)\textsuperscript{38} and the OECD Artificial Intelligence Policy Observatory.\textsuperscript{39} The US should participate in these organizations as part of its program on public-private partnerships. The US should further seek to include diverse participants from the international community, including to support global justice in AI technology.\textsuperscript{40} Additionally, where appropriate, including rival powers such as China in these forums would further facilitate the resolution of AI collective action problems. If successful, these partnerships could support a “race to the top” dynamic in which competition between companies and countries advances benefits for the national and global common good.\textsuperscript{41}
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